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Attenuation and Source Properties at the Coso Geothennal Area, California

by S, E. Hough, J. M. Lees, and F. Monastero

Abstract We use a multiple-empirical Green's function method to determine
source properties of small (M - 0.4 to 1.3) earthquakes and P- and S-wave attenu-
ation at the Coso Geothermal Field, California. Source properties of a previously
identified set of clustered events from the Coso geothermal region are first analyzed
using an empirical Green's function (EGF) method. Stress-drop values of at least
0.5-1 MPa are inferred for all of the events; in many cases, the comer frequency is
outside the usable bandwidth, and the stress drop can only be constrained as being
higher than 3 MPa. P- and S-wave stress-dropestimates are identical to the resolution
limits of the data. These results are indistinguishable from numerous EGFstudies of
M 2-5 earthquakes, suggesting a similarity in rupture processes that extends to events
that are both tiny and induced, providing further support for Byerlee's Law. Who1e-
path Q estimates for P and S waves are determined using the multiple-empirical
Green's function (MEGF)method of Hough (1997), whereby spectra from clusters
of colocated events at a given station are inverted for a single attenuation parameter,
K, with source parameters constrained from EGF analysis. The K estimates, which
we infer to be resolved to within 0.01 see or better, exhibit almost as much scatter
as a function of hypocentral distance as do values from previous single-spectrum
studies for which much higher uncertainties in individual K estimates are expected.
The variability in K estimates determined here therefore suggests real lateral vari-
ability in Q structure. Although the ray-path coverageis too sparse to yield a complete
three-dimensional attenuation tomographic image, we invert the inferred Kvalue for
three-dimensional structure using a damped least-squares method, and the results do
reveal significant lateral variability in Q structure. The inferred attenuationvariability
corresponds to the heat-flow variations within the geothermal region. A central low-
Q region corresponds well with the central high-heat flow region; additional detailed
structure is also suggested.

~

Introduction

The Coso, California, geothermal area located in east-
central California (Fig. 1) has been the locus of bimodal
volcanism over the past million years. The youngest radi-
ometrically dated volcanic rocks yield an approximate age
of 44,000 :!: 22,000 years for the last eruptive episode. The
geothermal area is located in the midst of a rhyolite dome
field characterized by single endogenous domes, some of
which still have associated tuff rings and explosion craters.
The dome that is believed to be the youngest in the field,
perhaps as young as 4000--6000 years, began steaming in
December 1997 and continues steaming through early 1999.

The geothermal field has been the object of in-depth
monitoring and geophysical analyses over the last two de-
cades (e.g., Reasenberg et aI., 1980; Walter and Weaver,
1980), aimed at evaluation of an important energy resource

and at a better scientificunderstanding of a tectonicallycom-
plicated and intriguing region. Coso is situated in a transi-

tional region between the right-lateral eastern Mojave shear
zone associated with the North American and Pacific plate
boundary system and the extensional Basin and Range re-
gion to the north and east. Focal mechanism studies gener-
ally indicate a mix of right-lateral and extensional solutions
(e.g., HaUkssonet ai., 1995).

A series of studies dating back to the 1980shave sought
to provide a detailed image of the attenuation structure at
Coso, driven in part by the expectation that significantvari-
ability in Q and velocity structure would be associated with
the large inferred temperature variations (e.g., Young and
Ward, 1980;Walck and Clayton, 1987;Ho-Liu et ai., 1988;
Wu and Lees, 1996). These studies, which apply tomo-
graphic inversion techniques using as many as several thou-
sand ray paths, have been successful in imaging three-
dimensional variation in Q structure that can be associated

with surfacegeologyandheat-flowobservations(e.g., Wu
and Lees, 1996).
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Figure 1. Map; Coso geothennal region and immediate surroundings. Station names
are shown with larger type; smaller type indicates location of five clusters used in this
study. Dashed and solid lines show mapped regional faults; topographic relief is
(roughly) indicated with a gray scale. Small inset at left shows location of the Coso
area within California.

In this study, we apply the multiple-empirical Green's
function(MEGF) methodto determinebothattenuationand
source properties in the region. The MEGF method has
shown promise in reducing the considerable uncertainties
that have typically been associated with attenuation esti-
mates (Hough, 1997). These uncertainties arise from the
trade-off between the inferred attenuation parameter, t*, and
the source controlled comer frequency,fc (Anderson, 1986).
As discussed by Hough (1997), considerable biases and un-
certainties can arise even when joint inversion methods are
used to determine attenuation andfc. In addition to the trade-
off between the two parameters, determination of ic in the
presence of even subtle site-response peaks can badly bias
attenuation estimates.

The MEGFmethod provides several advantages: EGF
deconvolutions (Mueller, 1985)allow high-resolution deter-
minationoffc' unaffectedby anysiteresponseshortof non-
linear sediment behavior. Spectra from clusters of colocated
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events can then be used to determine a singlepath-dependent
K value, with the residual inferred to be site response. The
determination of Kin the presence of site-response peaks is
more robust than that ofic' because the former is constrained
by the shape of the spectrum over the entire bandwidth,
while the latter can be pulled toward any isolated peak in
the spectrum.

The MEGFmethod requires a specializeddataset of col-
ocated events. Such events had been identified previously at
Coso: Lees (1998) presents analysis of seven clusters of 9-
17 events that are inferred to have source locations within
tens of meters of each other. Lees (1998) concludes that
these events are not true repeating earthquakes, but their
spatial clustering is sufficiently tight (as we will show) for
EGF analysis. In this article, we present analysis of five of
these clusters. Two clusters from Lees (1998) are not ana-
lyzedhere:NEZ,whichprovidesredundantray-pathcov-
erage to the largest cluster analyzed (NE1), and CN2, which
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also provides only redundant ray-path coverage as well as
having a marginal range of moments for EGFanalysis. Over-
all, we analyze source properties of 61 events and 47 ray
paths.

Method

A detailed description of the MEGF method can be
found in (Hough, 1997). Briefly, the far-field seismic dis-
placement source spectrum fUf) is modeled by a one-comer
model:

O(j) = ao

where (10is the low-frequency spectrallevel,fe is the comer
frequency (e.g., Brune, 1970), and c is the asymptotichigh-
frequency spectral decay, assumed here to be 2. The pres-
ence of apparent attenuation and site amplificationswill alter
equation (1) to give an observed spectrum A(f, r) that can
be generally written

A(f, r) = Ao(j)S(j)G(r)e-ltff drlQP<r>

where Slf) is the frequency-dependent site term, G(r) is geo-
metrical spreading,Aolf) is the source accelerationspectrum
[(20lf)], ~(r) is the shear-wave velocity along the ray path,
and Q is a quality factor that may include both intrinsic and
scattering losses. In general, Q is also expected to vary along
the ray path (e.g., Anderson and Hough, 1984); it may also
vary as a function of frequency. In this study, we will assume
a frequency-independent Q (see Hough [1997] for further
discussion). Under this assumption, Q is determined only
from spectral shape (i.e., the asymptotic decay of the spec-
trum on log-linear axes); absolute amplitudes are not con-
sidered.

Equation (2) assumes correction for an instrument re-
sponse term or that instrument response is flat within the
frequency band of interest. To determine comer frequency,
spectra estimated at discrete frequency pointsfi from thejth
and kth events are deconvolved to yield a relative source
spectrum, Rjk:

O/fi)
Rjk(fi, r) = °k(fi)

That is, the common path and site effects cancel to isolate
the relative source terms. If the comer frequencies are dis-
tinct from one another, estimates of equation (4) can be fit
by a ratio of ro-square or ro-cube source spectra to obtain
best-fitting comer frequency estimates for both events.

Once a set of Ie values is constrained, one can return to
equation (3) and divide the observed spectra by the shape of
the source spectrum to obtain a spectrum, Pj(fi), corrected
for source spectral shape:

S. E. Hough, 1. M. Lees, and F. Monastero

P/Ji) = A/Ji,r)[l + (fife/] = COjS(fi)e-ltK!i (4)

(1)

where lej is the comer frequency of the jth event. Coj is now
a constant amplitude term that will be affected by the source

amplitude, geometrical spreading, and any Qf that is pro-
portional to frequency. Taking the logarithm of equation (5)
for a suite of colocated events leads to a matrix equation that
can be inverted linearly for Coj and K, under the assumption
that the residual will correspond to the site term, S(fi). This
assumption is discussed later in the article.

As a final step in the spectral analysis, residuals between
the raw spectra and the models are calculated for all event
pairs at a given site and then averaged. This procedure re-
sults in one unavoidable ambiguity: any common site am-
plification (among all events) cannot be resolved.

Once a suite of K values are determined for all available

source-receiver paths, they are inverted for attenuation fol-
lowing the procedures used (and described) by (Wu and
Lees, 1996). The target region is divided into n by m blocks,
each with 0.5-km horizontal extent. We use the 3D velocity
model determined for the region by Lees (unpublished re-
sults, 1995) to invert for Q.

(2)
Analysis

(3)

The Coso geothermal field is monitored by a permanent
network of 16 downhole instruments operated jointly by
CalEnergy Co. Corporation and the U.S. Navy. Each site is
instrumented with a 4-Hz sensor at 30-100 m depth, with a
sampling rate of 480 samples/sec and an instrument response
that is flat in velocity to 80 Hz. The configuration of the
network has varied somewhat over its years of operation; in
this study, we use data from the 12 stations shown in Figure
1. The availability of high-quality, low-noise data from a
tightly clustered downhole array provides a unique oppor-
tunity to analyze attenuation structure and source parame-
ters. The Coso region is also characterized by fairly high
levels of earthquake swarm activity. The events analyzed
here have estimated coda magnitudes (Andrews, 1986)rang-
ing from -0.4 to 1.3 (see Lees, 1998).

Figure 2 shows one component of motion at a single
station for one of the five event clusters that were judged to
provide suitable event suites for analysis. Parameters for the
events are listed in Table 1; locations of clusters are shown
in Figure 1. To refer to a given cluster, we henceforth use
the code listed in Table 1 (e.g., 'CNl'; corresponding to the
designations of [Lees, 1998]). In most cases, events within
a cluster are separated by less than 50 m laterally and a few
hundred meters in depth. These events are considerably
more tightly clustered than aftershock clusters typically used
in EGFIMEGFanalysis (e.g., Hough et ai., 1991; Hough,
1997).

To calculate spectra, we use windows of 450 and 150
samples (=1 and =Y3 sec) bracketing the direct S and P
arrivals, respectively. The choice of window length is nec-
essarily somewhat subjective and must balance between
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Figure 2. Scaled, offset north-south components
of windowed S-wave traces for earthquakes in one
cluster (NWl) used in this study. All traces are scaled
by the same factor so that relative amplitudes shown
are correct.

competing factors. For example, spectral estimates are gen-
erally more stable with longer windows, but there is a trade-
off with the amount of scattered energy that is included.
Spectra are estimated using a multitaper method(Thompson,
1982; Park et at., 1987) using seven 41tprolate windows,
which produces an effective smoothing width of 4 Hz for S-
wave spectra and 12 Hz for P-wave spectra. (The P-wave
spectra are expected to be characterized by relatively low
resolution, given the limitation imposed by the very short S-
P times.) P-wave spectra are computed from the vertical
component only; for the S waves, we calculate root-mean-
square averages of the two horizontal components.

The largest two to three events within each cluster are
used as mainshocks, with all other events being used as em-
pirical Green's functions (Fig. 3). Deconvolutions are per-
formed at all stations recording a given event pair. The re-
sulting relative source spectra are then modeled with the
ratio of theoretical w-square models that yields an optimal
least-squaressolution as determinedusinga grid-search
method.

The frequency-domain deconvolution yields relative
source spectra that are, with few exceptions, well modeled
by a ratio of w-square spectra. In some cases, the deconvo-
lution yields a spectral ratio that is nearly flat, indicating that
the comer frequencies of two events are probably too similar
to be distinguished. The frequency bandwidth for the EGF
analysis is chosen for each event pair independently based
on a visual inspection of the raw spectra. For S-wavespectra,
a bandwidth of 5-80 Hz is generally used. For P waves, the
shorter window lengths result in decreased resolution of
spectra at low frequencies, and so the low-frequency cutoff
is generally higher (5-15 Hz). In both cases, the low-fre-
quency cutoffs are chosen relatively conservatively because
the high high-frequency cutoff is felt to yield ample band-
width with which to resolve K.

In many cases, the relative source spectra do not exhibit
flattening at high frequencies, indicating that the comer fre-
quencies of these events is outside the usable bandwidth of
the data. In these cases, an Ie value of 157 Hz is assigned,
indicating a lower bound for the true value.

After all suitable pairs of events have been analyzed,
final comer frequency estimates are made by averaging all
available individual estimates. Standard deviations ofIe es-
timates can be made for both the mainshocks and Green's
function events. For the small events, a standard deviation
is estimated from all deconvolutions that use the event as an
EGF,typically 6 to 8 stations for each of 1 to 3 mainshocks.
These standard deviations are only meant to convey a gen-
eral sense of consistency of individualIe estimates; they are
likely to be underestimates of the true standard deviations in
some cases because they are estimated using the values of
Ie that we determine only as lower bounds. That is, if indi-
vidual comer frequency estimates vary between values be-
low 157 Hz and the bounding value, the standard deviation
will be underestimated. If all, or nearly all, of the individual
estimates are at 157 Hz, then a low standard deviation only
indicates that the true value is well resolved to be at least
this high. For the overwhelming majority of events smaller
than 1010N'm, there is at best weak evidence that a comer
frequency below 157 Hz is resolved (see Table 1).

For the mainshocks,fe estimates are made using all EGF
events at each station; the averages and (sample) standard
deviations are calculated using dozens of individual Ie esti-
mates (Table 1).

Once the comer frequencies are constrained, the veloc-
ity spectra are used in an inversion to find amplitude terms
Cojfor each spectrum and a common path-dependent decay
parameter, K. For this calculation, we use spectra from all
events within each cluster recorded at each station to obtain
a single K estimate for each source (cluster)-receiver path.
Typically, 5 to 10spectra are used in each inversion (Fig. 4).

This procedure yields spectral fits that are observed to
be (subjectively) quite good in all cases. Optimal K values
in the range 0.01-0.05 see are found for most paths. These
valuesaredeterminedoverfrequencyrangesthatvaryde-
pending on the observed noise level in each case. Most com-
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Table 1

Source Properties

Cluster Event Year Day M"x109 f" sdev, N, fop sdevp Np

NEI 1 94 282 4.65 148* 16 15 150* 17 11
2 94 282 3.40 156* 4 11 156* 3 9
3 94 282 8.05 132* 29 16 157* 0 6
4 94 282 4.16 154* 9 8 -
5 94 282 2.98 157* 0 12 138* 34 11
6 94 283 5.80 143* 24 14 145* 29 14
7 94 283 18.3 54 14 83 54 18 76
8 94 283 6.40 148* 22 11 151* 19 13
9 94 284 12.4 - 157 0 5

10 94 284 4.58 155* 9 14 149* 20 18
11 94 284 2.61 155* 6 14 157* 0 9
12 94 285 4.56 137* 31 19 151* 15 15
13 94 285 12.6 61 13 73 63 20 62
14 94 285 4.73 141* 28 14 141* 28 11
15 94 288 2.37 154* 8 6 138* 31 7
16 94 291 22.3 156* 2 6 155* 3 7

SWI 1 94 092 3.8 93* 46 9 151* 15 7
2 94 118 6.0 125* 46 7 141* 30 8
3 94 157 10.9 142* 21 6 157* 0 3
4 94 157 134.0 52 19 21 53 14 14
5 94 236 8.1 116* 39 15 118* 46 14
6 94 297 9.8 129* 44 19 150* 23 20
7 94 297 120.0 39 17 32 39 15 41
8 94 297 40.0 119 46 6 117 42 4
9 94 315 12.7 150 16 6 147 20 5

10 94 316 94.6 51 17 28 49 19 17
11 94 316 18.5 136* 37 12 139* 38 11

SW2 1 93 257 24.7 64* 42 6 126* 50 7
2 93 285 15.7 84* 48 7 117* 40 8
3 93 287 10.9 94* 52 6 97* 60 2
4 93 290 19.2 94* 51 9 90* 55 5
5 93 355 30.0 73* 49 4 63* 44 6
6 93 359 66.9 75* 49 7 102* 44 8
7 93 360 143.0 50 20 24 64.1 20.4 19
8 93 360 28.6 82* 40 6 127* 30 2
9 94 008 28.6 24 5 3

10 94 011 182.0 29 17 21 47 24 22

NWI 1 93 322 145.0 39 14 44 43 13 31
2 93 322 11.6 134* 27 7 157 0 5
3 94 078 3.2 146* 26 14 149 15 11
4 94 078 55.3 57 17 27 56 18 22
5 94 078 1.51 142* 30 14 150* 26 13
6 94 119 2.97 139* 32 18 140* 31 15
7 94 119 2.67 135* 30 16 150* 21 11
8 94 119 10.4 140* 35 6 139* 35 5
9 94 256 16.0 123* 48 3

10 94 269 4.5 123* 48 8 157* 0 1
11 94 278 20.9 53 14 15 55 14 11

CNI 1 93 197 9.5 155* 4 8 157* 0 10
2 93 246 22.0 157* 0 8 157* 0 9
3 93 246 17.8 145* 28 7 153* 11 9
4 93 310 3.6 156* 3 9 157* 0 9
5 93 328 26.8 73 20 30 86 23 16
6 93 328 5.4 149* 19 7 156* 2 5
7 93 328 4.0 157* 1 10 153* 8 4
8 94 079 13.7 51 14 29 55 10 37
9 94 095 4.0 145* 24 8 157* 0 4

10 94 095 1.6 157* 0 4 157* 0 4

Cluster; assigned event number; year and Julian day.Moments are determinedby scaling relationship proposed by Hanks and Boore, (1984) using SCSN
magnitudes; value listed is in N-m. fes and sdevs are average comer frequencies and standard deviations; Ns indicates number of individual deconvolved
source spectra used to obtain each average fe value. fep' sdevp. and Np are P-wave values. Asterisk * denotesfe values that incorporate estimates that are
lower bounds (see text).
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Figure 3. Deconvolved relative S-wave source
(nns-averaged) spectra from one event pair within
cluster NW1 at five stations. Source spectra are offset
for clarity by the factor indicated next to each one.
Solid line shows the best-fitting ratio of co-square
source models. Dark tick marks indicate comer fre-
quency results; for all but the source spectrum from
station SI, an!c value greater than 100Hz is obtained
for the EGFevent.

monly, a range of 5-80 Hz is used. For some high-attenua-
tion paths, the range is as small as 5-35 Hz. Although it is
difficult to fully quantify the uncertainties, the examples
shown in Figure 4 illustrate the results for a range of Kval-
ues. We conclude that K differences of 0.01 sec (i.e., the
difference in values from S1and S4, or R3 and S2) are easily
resolved by the method.

As a final step, residuals are calculatedbetweenall spec-
tra and models (Fig. 5). That is, under the assumption that
the residual corresponds to the site-response tenn, the ob-
served spectra are divided by the model incorporating both
the source and attenuation results. This is done for each in-
dividual spectrum, and the results are then averaged within
each cluster. For the S waves, residuals are systematically
very small-generally varying by not more than approxi-
mately 20% and flat. These results indicate that equation (1)
is successful in describing the observed S-wave spectral
shapes, therefore validating the assumptionthat siteresponse
can be neglected in the determination of K. This is encour-
aging but not surprising; because the data are recorded at
borehole sites in mostly competent volcanic terrain, strong
site effects are not expected.

P-wave residuals are perhaps more intriguing. Many of
these are characterized by subtle peaks that are not reminis-
cent of resonance effects generated by amplification of
waves in near-surface sediments (dark lines in Fig. 5; Ken-
nett and Kerry, 1979).Rather, they exhibit a stair-step char-
acter, rising gradually over the span of 15-40 Hz to a peak
before falling over the span of a few hertz, then often rising
again. Although the P-wave spectra are heavily smoothed,
the smoothing would not account for the asymmetric nature
of the peaks. These observations are discussed in the follow-
ing section.

The inferred P-wave residuals do raise the question of
whether Kcan be determinedreliably in the presence of more
substantial site response. There might, for example, be pos-
sible trade-offs between Kand a spectral peak at the lowest
frequencies. Although the P-wave attenuation results might
therefore be less reliable than the S-wave results, we note
that many stationshave comparableP- and S-waveresiduals.

100

Interpretation: Attenuation, Source, and Site Effects

Stress Drop

To interpret the inferred comer frequency values for
source parameters, we use the standard fonnulation (Keilis-
Borok, 1959)

(J = MO(O.:~/isr (5)

where /is is the shear-wave velocity at the source (assumed
here to be 3.2 km/sec) and (Jis an estimate of dynamic stress
drop that can be equated (under assumptions regarding the
source model) to static stress drop (e.g., Brune, 1970). The
seismic moment Mo, is estimated using the moment-
magnitude relationship developed by Hanks and Boore
(1984), log (Mo) = 1.5M + 9.1, where it is assumed that
the local network magnitude provides an estimate of the
moment magnitude, and moment is in N'm.

S- and P-wave stress-drop values for all events are
shown in Figure 6a and 6b. We observe no systematic dif-
ferences between the different clusters, except that, as one
would expect, stress-drop values for the clusters with rela-
tively larger overall magnitudes are better resolved. The
stress-drop results bear a striking similarity to those deter-
mined with EGFanalysis for M 2-5 aftershocksof the Joshua
Tree earthquake (e.g., Hough and Dreger, 1995): the well-
constrained values for the larger events (here M 0.5-1) are
all between 0.5 and 10 MPa. For events smaller than M 0.5,
stress drop can generally only be constrained to be above
the value indicated by the lines in Figure 6 (i.e., that the
comer frequency is too far above the usable bandwidth to
be resolved). These results provide evidence that similarity
in earthquake rupture processes extends to events as small
as M 0 and to events that are induced by injection.

The ratio between S- and P-wave stress-dropvalues ex-
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Figure 4. Estimated (uncorrected) relative S-wave velocity spectra (rms average of
two horizontal components) are shown for events from cluster NWI recorded at four
stations: R3 (far left), SI (near left), S2 (near right), S4 (far right). In each panel, solid
line gives best-fitting model with comer frequency constrained from empirical Green's
function analysis and common K value fit by simultaneous inversion of all spectra in
each cluster. Spectra are offset vertically for clarity.

hibits some scatter but is centered around a value of 1 (Fig.
7a). (Figure 7a does not include three points considered out-
liers, with ratios between 2.3 and 3.8.) The distribution of
ratios (Fig. 7b) perhaps suggests a tendency toward ratios
slightly less than 1, but with more high than low outliers.
Considering all of the data, the average ratio is found to be
1.05 :t 0.58. Discarding the three high outliers, one obtains
0.93 :t 0.31. Given the uncertainties in either case, we con-
clude that the results do not resolve a ratio different than 1.

Attenuation

The inferred S-wave K values from the Coso events are

shown as a function of epicentral distance in Fig. 8 (P-wave
values are similar). The values are characterized by a general
increase with distance, as expected. As discussed by Ander-
son and Hough, (1984), a simple Q model incorporating a
low near-surface Q value and a higher regional Q at depth
will give rise to a finite value of the intercept K(O) and a
linear slope of dKidr.

The K(r) values estimated here exhibit a degree of scat-
ter that is comparable to that obtained for other regions using
single-spectrum methods (e.g., Hough and Anderson, 1988).
Although Figure 8 includes results from all stations, we ob-
serve no systematic differentiation of K values between the
different stations. This is perhaps not surprising given that
the estimates are made from borehole data.

If a straight line were fit to the K(r) points shown in
Figure 8, a scatter on the order of :to.Ol sec would result.
Considering that the inferred resolution of K estimates from

individual cluster-station pairs is better than 0.01 sec, this
suggests that the scatter evident in Figure 8 may reflect real
lateral variability in attenuation structure.

Although the ray-path coverage is too sparse to allow a
true tomographic attenuation model to be determined, we
invert the Kvalues for both S and P waves using the damped
least-squares method described by Wu and Lees (1996). The
inversions are calculated over 0.5-km-depth intervals and
resampled to obtain the three-layer Qsand Qpmodels shown
in Figure 9. The Qs and Qpresults are found to be strikingly
similar, perhaps providing an added measure of confidence
that the MEGFapproach is able to determine Kreliably even
given the relatively stronger inferred P-wave site response.

Clearly, the best ray-path coverage is available for the
middle depth layer, 1-2 km. For both S and P waves, a
central low Q corresponds very well with the extent of the
production field (encompassedby the inner stations, SI-S6).
The Coso geothermal field is a high-heat-flow region within
which a brittle- ductle transition of approximately 5 km has
been inferred (Feng and Lees, 1998). That is, the depth of
the brittle-ductle transition domes sharply upward in the im-
mediate vicinity of the field.

The sparse images provide hints of more detailed vari-
ation in attenuation structure. In general, it is striking that
the attenuation in the O-l-km layer is generally lower than
at 1-2 km, with the possible exception of the southern edge
of the region.This contrastswith previousQ(z) resultsin
other regions that nearly universally find a near-surfacelayer
in which Q is dramatically lower than at depth, even in gra-
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Figure 5. (a)Residualsbetween spectra and
models for cluster NEI at each station are
shown for S waves (light lines) and P waves
(dark lines). For each station, residuals be-
tween spectra and models are averaged over all
events within the cluster. (b) Same as (a), but
for cluster CNl.
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Figure 6. (a) S-wave stress-drop values for all
events for all events analyzed. Symbols correspond
to different clusters as shown in the legend. Dashed
line corresponds to an!c value of 157 Hz; results ap-
proaching this value are at best only weakly con-
strained by the data and can be considered lower
bounds. (b) Same as (a) for P waves.
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nitic terrain where low near-surface attenuation is expected
(e.g., Hough and Anderson, 1988; Hough, 1997). This sug-
gests that the low-Q near-surface layer at Coso is largely
above the 30-100 m depth of the instruments. (The alter-
native, that no low-Q region exists, is considered less likely.)
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-

.

*SW2-
+ SWl
. NWl
- NEl
. CNl Figure8. The inferred S-wave K values are

plotted as a function of hypocentral distance
for all cluster-station pairs analyzed. A differ-
ent symbol is used to denote K values at each
station.

P- and S-wave models is a low-Q region toward the northeast

edge of the region. This eastward shift of the low-Q zone
with depth is coincident with a shift in the depth of produc-
tion zones in the geothermal wells. Wells located between
stations S6 and S5 produce maximum high-temperature
fluids from minimum depths of 3 Ian. In the central part of
the field, the main production zone is at 1.5-2.5 Ian depth.

It is interesting to note that, in terms of absolute ampli-
tudes, the low-Q region in the northeast comer of the field
is more prominant in the Qp image than the Qsresults. Lab-
oratory measurements generally predict Qp/Qsratios greater
than 1 for water-saturated rock (e.g., Toksoz et aI., 1978).
The result Qp < Qs in the low-Q northeastern anomaly sug-
gests that this anomaly results from a heat-controlled atten-
uation mechanism rather than a fluid-controlledone. In gen-
eral, the fact that our Qp and Qs values are comparable
suggests that rocks within the geothermal region are not per-
vasively saturated.

Site Response

The spectral residuals presentedin Figure 5 areexpected
to incorporate a number of unmodeled effects, including
possible differences in source depth and focal mechanism
between an earthquake and its EGF event. However, the in-
ferred S-waveresiduals are of uniformly low amplitude,gen-
erally varying by less than 20%.

The P-wave residuals are more intriguing. They show
significant variation around unity, with a common suggested
character. The stair-step shape (Fig. 5) is not consistent with
an expected one-dimensional site response in a low-velocity
layer (Kennett and Kerry, 1979). However, these spectra do
bear some resemblance to theoretically predicted trapped
waves in fluid-filled cracks or conduits (Ben-Zion, 1998).

Although trapped waves are potentially of great utility
in resolving the nature of fault zone structure (Ben-Zion,
1998), we observe them to be a fairly pervasive character-

istic of P-wave residuals in our dataset. No strong associa-
tions are observed between the paths for which strong
trapped waves are suggested and the mapped faults shown
in Figure 1. We thus hypothesize that either (1) trapped
waves are generated within the drill holes, creating a strong
P-wave signature that is broadly observed over the area
spanned by the array, or (2) the P-wave residuals in fact
result from some process other than site response or fault-
zone waves.

Discussion and Conclusions

We have applied the multiple-empirical Green's func-
tion method to a dataset comprised of 61 events recorded at
5-10 stations apiece. Our results confirm those obtained by
Hough (1997) for a much smaller dataset: that the MEGF
approach provides high-resolution estimates of path-
dependent attenuation estimates and site response. The sim-
ple model-a one-comer source spectrum and a frequency-
independent Q-is found to be adequate to model the
spectral shape of events with magnitudes between - 0.4
and 1.3.

Comer frequency results imply stress-drop values al-
most exclusively in the range of 1-20 MPa, with no resolved
scaling of stress drop with moment. Stress-drop estimates of
the larger events within this dataset, that is, those of 10g(Mo)
> 10.5 (N'm) are well resolved and all within an even nar-
rower range, roughly 2-8 MPa. For events smaller than
10g(Mo)= 10, our results only yield 1 MPa and upward as
a lower bound on stress drop.

The stress-drop values obtained for the small Coso
events substantiates the overall conclusions of Abercrombie

and Leary(1993),that similarityof ruptureprocessesex-
tends to events as small as 107-109N'm. However, there is
the suggestion of a systematic increase in stress drop in the
compiled results shown in the earlier study (their Fig. 5)
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between a magnitude range of roughly - 2 to 5. The results

obtainedhereprovide additional evidence that stress-drop
values for smaller events do span a similar range as those of
moderate earthquakes.

The source results obtained here also bear on the nature

of induced earthquakes. It has been documented that earth-
quakes induced by both oil production and brine injection at
a 9-km-deep borehole in Germany are triggered by small
pore pressure changes, less than 1 MPa (Rutledge et aI.,
1998; Zoback and Harjes, 1998). Zoback and Harjes (1998)
note that the pore pressure changes inferred to trigger events
similar in magnitude to those analyzed here are less than 1%
the ambient stress levels expected at the bottom of the KTB
deep borehole. As previously discussed, these studies pro-
vide compelling evidence that differential stress is limited
by the frictional strength of pre-existing fractures (Byerlee's
Law). The results obtained in this study provide further evi-
dence that the earthquake stress-drop values themselves re-
flect the range expected for rupture of faults/fractures at
depth. That is, the previous results, which compared trig-
gering pore pressure changes to ambient hydrostatic stress
levels, left open the possibility that the rupture process of
the induced events differed in a fundamental way from non-

triggered tectonic earthquakes. The results obtained for the
Coso events, although from a different tectonic setting from
the others, provide a measure of evidence that this is not the
case and thus provide an added measure of support for Byer-
lee's Law.

Our corner frequency estimates also bear on the issue
of fracture density within the geothermal field. In the pre-
vious analysis of these multiplet data, Lees (1998) attempted
to estimate the crack density by dividing the surface area of
fractures observed in a narrowly defined volume determined

by the multiplet distribution. Following Andrews (1986), the
crack radius is estimated by

2.34v

r = 2nIc'

where v = 3.0 km/sec is the average velocity and Ie is the

corner frequency. The new estimates of Ie will change our
earlier estimates of the crack radii. Using an average Ie =
150 Hz, we get an average crack radius of 7.5 m. This is
about a quarter of the estimate Lees (1998) obtained earlier,
which translates into an average fracture density approxi-

mately 1/16 of Lees' original estimate. The underestimation
of Ie was acknowledged in Lees (1998); here we can offer
an appropriate correction.

The new estimate of crack density is 0.011 m2/m3, an

order of magnitude smaller than previously reported. The
new results seem to be in better agreement with estimates of
crack density determined by Shalev and Lou (1995), who
used observations of shear-wave anisotropy and splitting to
infer a maximum crack density of 0.035 at 2 km depth within

the Coso geothermal field.

S. E. Hough, J. M. Lees, and F. Monastero

(6)

The attenuation results obtained in this study can be

compared with previous studies in the Coso geothermal re-
gion. In a recent investigation, Wu and Lees (1996) obtained
a three-dimensional tomographic image of attenuation struc-
ture using pulse-broadening methods from 838 microseismic
events. Although our relatively sparse ray coverage does not
yield as complete an image as obtained by Wu and Lees, our
results show a prominent low-Q zone at = 1 km depth un-
derlying the central production field, which is consistent
with the results of the earlier study. Both studies also resolve
a prominent low-Q region toward the northeast edge of the
production field at depths of 2-3 km (2.44-3.66 km in
the Wu and Lees study). However, our results image a more
compact low-Q region that more closely coincides with the
known boundaries of the high-heat-flow production field.

In addition to previous attenuation tomography studies,
Walck and Clayton (1987) used data from the permanent
Southern California seismic network to obtain a tomo-

graphic velocity image of a region that included the Coso
geothermal field. Although Walck and Clayton do not re-
solve strong velocity anomalies within the Coso field itself,
their station spacing is significantly larger than ours in the
vicinity of the field, and so their resolution is much more
coarse.

Although the MEGF method appears to offer a signifi-
cant increase in precision of path-dependent attenuation es-
timates, the trade-off is the relatively more labor-intensive
methodology that can make it prohibitive to analyze large
numbers of events. However, the MEGF approach is clearly
tenable in regions where available sources provide adequate
ray-path coverage and may allow for the determination of
more "surgical" attenuation images than those that can be
obtained from more noisy data.

Finally, the results presented here bear on the observa-
tional resolution of fault-zone waves. Fault-zone (FZ) waves

have been of interest in the seismology community in recent
years because of the potential they offer on constraint of
fault-zone geometry and properties (e.g., Ben-Zion, 1998; Li
et aI., 1998). In the past, the identification of FZ waves has
largely relied on subjective visual inspection of raw time
series or perhaps a fairly crude assessment of the character
of individual spectra. Although the FZ wave interpretation
presented here is speculative, the MEGF method appears to
offer an approach whereby data from a single station can be
used to obtain high-resolution estimates of the spectral sig-
nature of FZ waves as a path-dependent site effect.
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